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Machine Perception Lab
• Research activities:

• Study natural human behavior from a 
computational perspective.

• Develop machine sensors to mimic the perceptual 
power of humans.

• Create intelligent systems that interact with 
humans, e.g., social robots, automated teaching 
systems. TeacherStudent
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Figure 2. Three experimental conditions. Top: Human teacher
sits with the student in a 1-on-1 training setting. Middle: An
“automated” teacher is simulated using a Wizard-of-Oz (WOZ)
technique. The iPad-based game software is controlled by a hu-
man teacher behind a wall. The teacher can see live video of the
student. Bottom: Same as middle condition, except the teacher
cannot see the live video of the student – the teacher sees only the
student’s explicit game actions.

3. WOZ (blind): This condition is identical to the WOZ
(full) except that the teacher cannot see or hear the stu-
dent – the video camera records the student’s behavior
but does not transmit it to the teacher. In other words,
the teacher is forced to teach without seeing the affec-
tive information provided by the student’s face, ges-
tures, and body posture.

Of all the students we interviewed afterwards who had par-
ticipated in a WOZ condition, none suspected that the “au-
tomated teacher” was actually human.

The three conditions were designed to help distinguish
which of the three hypotheses given in Section 3.1 is most
valid. Consider the following possible outcomes, where
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Posttest minus Pretest (Set game) versus Condition

Figure 3. Average PostTest-minus-PreTest scores versus experi-
mental condition on the “Set” spatial reasoning game. Error bars
represent the standard error of the mean. In the two highest-
scoring conditions (WOZ and 1-on-1) the teacher was able to ob-
serve the student’s affect.

performance is measured in learning gains (PostTest minus
PreTest):

1. 1-on-1 human training is better than WOZ (full): This
supports the hypothesis that merely a human’s pres-
ence influences learning.

2. All three conditions are approximately equal: This
supports the skill level hypothesis that affect is irrel-
evant to good teaching in this domain.

3. WOZ (full) is better than WOZ (blind): This supports
the hypothesis that affect-sensitivity is important to ef-
fective teaching.

4. 1-on-1 is worse than the two WOZ conditions: This
would suggest that a human’s presence could actually
detract from learning, possibly because the student felt
intimidated by the human trainer’s presence.

4.2. Subjects

The subject pool for this experiment consisted of 66
undergraduate students (51 female), all of whom were
African-American, who were recruited from Virginia State
University. Each subject was randomly assigned to one of
the three conditions described above.

5. Experimental Results

5.1. Learning conditions

Performance was measured as the average PostTest mi-
nus PreTest score across each condition; results are shown
in Figure 3. Although the differences (assessed by 1-way
ANOVA) were not statistically significant, the two higher-
performance conditions were WOZ (full) and 1-on-1. These
were the two conditions in which the student’s affect was
visible to the teacher, thus suggesting that affect sensitivity
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Machine Perception Lab
• Most of our projects require lots of labeled training data:

• Computer Expression Recognition Toolbox (CERT):

• Tool for fully automatic real-time facial expression 
recognition from images/video.

3

• Face detector: ~100,000 
training images labeled for 
face location.

• Expression classifiers: 
~10,000 face images 
labeled for ~50 facial 
attributes each.
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Machine Perception Lab
• Most of our projects require lots of labeled training data:

• Automated teaching system of math/logic skills:

• Automatic “mood” detectors: ~50,000 face images 
labeled 1-4 for engagement, confusion, frustration, 
etc.

4
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Data labeling
• Traditionally, data were labeled by hiring 

undergraduate students.

• Expensive, slow: thousands of dollars over 4 
months to collect 60,000 smile/non-smile labels.

• More recently, crowdsourcing services such as ESP 
Game, HerdIt, and Amazon Mechanical Turk have 
been used.

• Cheap, fast: $200 over 1 week to collect 
1,000,000 smile/non-smile labels.

5

Tuesday, October 4, 2011



• Unfortunately, crowdsourcing suffers from two problems:

1. Unreliable -- the labelers’ accuracy may be questionable.
Welinder, et al., 2010;  Ruvolo, et al., 2010;  Whitehill, et al., 2009

2. Insecure -- the data may be too sensitive to distribute 
widely, e.g.:

• Identity of a face image, e.g.,
students’ faces in automated teaching study.

• Some students in our experiments are portrayed 
in unflattering ways (e.g., crying).

• Geographical location of a satellite image.

Data labeling

6
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• What if we could filter the images/videos to 
“remove” the person’s identity (face de-
identification; Newton, et al. 2005), yet preserve the 
attribute to be labeled?

• Crowdsourcing might then be viable, as the 
“sensitive information” is erased.

• For simple applications, we could try constructing 
the filter manually...

Filtering out identity

7
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Filtering out identity
• We explored this idea on video data already 

collected for a study on driver fatigue (Vural, 
et al. 2008).

• In videos on the next slide, subjects are 
playing a race car driving game.

• Videos were filtered using hand-selected 
Gaussian blur filter (σ = 12 pixels).

• In which video does the subject appear more 
fatigued (2AFC task)?

8
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(a) (b)

Which shows more fatigue?
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(a) (b)

Which shows more fatigue?
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(a) (b)

Which shows more fatigue?
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Filtering our identity
• In pilot experiment, labels from 69 MTurk labelers  

agreed 100% (after taking majority vote) on 55 
blurred videos compared to original videos when 
labeling “more/less engaged”.

• I.e., fatigue is still discriminable despite blur.

• As intended, much of the identity information is 
suppressed by the filter.

• Identity is less discriminable.

10
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Filtering out identity

• This pilot study suggested that “filtering out identity” 
is possible.

• However, it was also too “easy”:

• Fatigue is contained in low-frequency components.

• Identity is contained in high-frequency components.

• A simple low-pass (Gaussian) filter works well.

• What about more general settings?

• Is it possible to design the filter automatically?

11

Tuesday, October 4, 2011



Filtering our identity

• What we want is to discriminately decrease 
discriminability:

• Decrease discriminability of identity.

• Preserve discriminability of attribute-of-interest.

• Note that discriminability can apply both to human 
perception as well as machine classification.

• In this work, we address both types of 
discriminability.

12
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Discriminately 
decreasing 

discriminability
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• We approached the task of discriminately 
decreasing discriminability (“DDD”) as an 
optimization problem.

• Input: a set of data points, each of which is 
labeled for a “target” task A and a 
“distractor” task B.

• Output: a filter θ that maximally increases 
discriminability of task A, while maximally 
decreasing discriminability of task B.

Discriminately decreasing 
discriminability

14
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• We focus on the case of binary labeling tasks, e.g.:

• Student appears engaged/not engaged.

• Person is smiling/not smiling.

• Person is male/female.

• Binary labels do not directly capture identity.

• However, it turns out that suppressing gender 
seems to implicitly suppress identity as well 
(more later).

Discriminately decreasing 
discriminability

15
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Simple example in R2

• Consider data { xi } in R2:

• Binary labeling Task A: 
magenta-versus-black

• Binary labeling Task B:
O-versus-X.

• Both labeling tasks A and B 
are both highly 
discriminable.
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Simple example in R2

• Suppose we wish to preserve 
discriminability of Task A (magenta-
versus-black), but suppress 
discriminability of Task B (O-versus-
X).

• We can filter the { xi } with some 
filter θ:

• In this case, F(θ, x) = θx
where θ is a 2 x 2 matrix (general 
linear transformation).

• Task A (black versus magenta)
is still highly discriminable, but Task 
B is not.
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Figure 1: A minimal example in R2
showing (left) unfiltered data, data filtered to preserve Task A’s

and suppress Task B’s discriminability (center), and data filtered to suppress Task A’s and preserve

Task B’s discriminability (right).

which the correlation between A and B is low or perhaps negative. It may be useful, when training

a classifier for A, to first filter the training data to preserve discriminability of A, while suppressing
discriminability of B, so that the spurious correlation between A and B is not learned.

In this paper, we present a novel algorithm for learning an image filter (parameterized by θ) from

labeled data that simultaneously preserves discriminability of the task-of-interest while suppressing
discriminability of the distractor task. In this sense, the filter “discriminately decreases discrim-

inability” of the images. In the experiments in the paper, we focus on image filters, but in fact the

data can be of any dimensional representation. We focus on discriminating binary attributes, but

as shown in Section 6, suppression of binary gender discrimination also significantly removes face

identiability as well. Before presenting our algorithm in Section 3, we first provide a simple exam-

ple of “discriminately decreasing discriminability” in Section 2. The rest of the paper consists of

experimental results.

2 Simple example in R2

Consider the set of 28 data points {xi} (in R2
) shown in Figure 1 (left): Each point xi is given

binary labels for two labeling tasks. Points labeled 0 for Task A are shown in magenta, while points

labeled 1 for task A are black. On the other hand, points labeled 0 for Task B are marked as crosses,

while points labeled 1 are shown as circles. In their unfiltered original form, both tasks are easily

discriminated, as illustrated in Figure 1.

Suppose now that we filter the data using θ1 (in this case, a general linear transformation), as shown

in the center part of the figure: Task A (color) is highly discriminable, while Task B (marker) is not

– the two marker styles (circles and crosses) appear to overlap. Similarly, we can use θ2 to suppress

discriminability of Task A and preserve discriminability of Task B, in which case we arrive at the

filtered points shown in Figure 1 (right). The goal of the algorithm in this paper is to learn such

linear transformations (filters) automatically.

3 Algorithm: Learning a filter to discriminately decrease discriminability

The proposed method requires quantifying data discriminability as J∗
, as described in the next

subsection. The key is that J∗
can be found analytically as a function of its input. Using J∗

, we

pose an optimization problem to maximize the ratio of discriminabilities of Tasks A and B w.r.t. the

filter θ which transforms the data.
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Simple example in R2

• Alternatively, we can apply a filter 
that preserves discriminability of 
Task B (O-versus-X) while 
decreasing discriminability for
Task A (magenta-versus-black).

• How can we learn such filters θ1 
and θ2 automatically?
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showing (left) unfiltered data, data filtered to preserve Task A’s

and suppress Task B’s discriminability (center), and data filtered to suppress Task A’s and preserve

Task B’s discriminability (right).

which the correlation between A and B is low or perhaps negative. It may be useful, when training

a classifier for A, to first filter the training data to preserve discriminability of A, while suppressing
discriminability of B, so that the spurious correlation between A and B is not learned.
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identiability as well. Before presenting our algorithm in Section 3, we first provide a simple exam-
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binary labels for two labeling tasks. Points labeled 0 for Task A are shown in magenta, while points

labeled 1 for task A are black. On the other hand, points labeled 0 for Task B are marked as crosses,

while points labeled 1 are shown as circles. In their unfiltered original form, both tasks are easily

discriminated, as illustrated in Figure 1.

Suppose now that we filter the data using θ1 (in this case, a general linear transformation), as shown

in the center part of the figure: Task A (color) is highly discriminable, while Task B (marker) is not

– the two marker styles (circles and crosses) appear to overlap. Similarly, we can use θ2 to suppress

discriminability of Task A and preserve discriminability of Task B, in which case we arrive at the

filtered points shown in Figure 1 (right). The goal of the algorithm in this paper is to learn such

linear transformations (filters) automatically.

3 Algorithm: Learning a filter to discriminately decrease discriminability

The proposed method requires quantifying data discriminability as J∗
, as described in the next

subsection. The key is that J∗
can be found analytically as a function of its input. Using J∗

, we

pose an optimization problem to maximize the ratio of discriminabilities of Tasks A and B w.r.t. the

filter θ which transforms the data.
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• Four inputs:

1. { xi }, where each column-vector xi ∈ Rd

• Each xi might be an image with d pixels.

2. La: Rd → { 0, 1 },                 “target” task
Lb: Rd → { 0, 1 }                 “distractor” task

• La(x) might represent whether a face image 
x is smiling/not smiling.

Lb(x) might represent whether a face image 
x is male/female.

Discriminately decreasing 
discriminability: formalization

19
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• From { xi } and La, Lb, we can define four 
matrices (each with d rows), each containing 
some of the data points:

• X0a: contains all xi for which La(xi) = 0
X1a: contains all xi for which La(xi) = 1

• X0b: contains all xi for which Lb(xi) = 0
X1b: contains all xi for which Lb(xi) = 1

Discriminately decreasing 
discriminability: formalization

20

Tuesday, October 4, 2011



• Four inputs (continued):

3. A filter function F(θ, X) that filters each data point x 
in matrix X.

4. Some “discriminability metric” D(F(θ, X0), F(θ, X1)) 
which measures the real-valued “discriminability” of 
filtered data in X0 from filtered data in X1.

• Then, our goal is to find θ for which:

• D(F(θ, X0a), F(θ, X1a)) is large.        “target” task

• D(F(θ, X0b), F(θ, X1b)) is small.        “distractor” task

Discriminately decreasing 
discriminability: formalization
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• One way of finding such a θ is to optimize the negative 
ratio of discriminabilities, R(θ), of Tasks A and B:

where β is the regularization strength on θ.

• R is small when discriminability of Task A is large, and 
when discriminability of Task B is small.

• We can then minimize R w.r.t. filter parameters θ.

Discriminately decreasing 
discriminability: formalization

22

R(θ) = − log
D(F (θ, X0a), F (θ, X1a))

D(F (θ, X0b), F (θ, X1b))
+ βθ�θ

θ∗ = argmin
θ

R(θ)
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• As long as D is differentiable in F, and F is differentiable in 
θ, then we can find a local minimum θ* of R using gradient 
descent. 

• For a variety of filters, the function derivative of F w.r.t. 
θ can be found analytically.

• E.g., convolution filters, general linear 
transformations, and pixel-wise “mask” filters are all 
linear in θ and X.

• But how do we define the “discriminability metric” D?

Discriminately decreasing 
discriminability: formalization
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• One notion of discriminability is the 
margin of an SVM (shortest distance 
to separating hyperplane).

• Hence, to compute
Dsvm(F(θ, X0), F(θ, X1)), we could train 
an SVM on the filtered data points, 
and then compute the margin. Margin

Image courtesy of Wikipedia.

Discriminability metric D

24
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• One notion of discriminability is the 
margin of an SVM (shortest distance 
to separating hyperplane).

• Hence, to compute
Dsvm(F(θ, X0), F(θ, X1)), we could train 
an SVM on the filtered data points, 
and then compute the margin.

• Problem: the optimal hyperplane, and 
hence Dsvm, must be found 
numerically by solving a quadratic 
programming problem.

• Hence, the derivative of Dsvm is 
not available in closed form.

Margin

Image courtesy of Wikipedia.

Discriminability metric D

25

Tuesday, October 4, 2011



• We need a discriminability metric that can be found in closed 
form and that is differentiable in F.

• Here, the classic method Linear Discriminant Analysis (LDA) 
(Fisher 1936) is useful:

• LDA projects each point onto a vector p and then 
computes the ratio of between-class variance to within-class 
variance (sometimes called J):

• In LDA, the separating hyperplane is defined to have 
normal vector p* that maximizes J for X0 and X1.

Between-class 
variance

Between-class variance

Within-class variance
x0 is mean vector of class 0.
X0 contains n0 copies of x0, where n0 is number of data labeled 0.

J(p, X0, X1) =
p�(x0 − x1)(x0 − x1)�p

p�[(X0 −X0)(X0 −X0)� + (X1 −X1)(X1 −X1)�]p

Discriminability metric D
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• LDA is useful because the maximum of J, as well its argmax 
p*, can both be found analytically:

• We then define our discriminability metric D in terms of the 
the “maximum Fisher discriminability” J* of the filtered data:

• Through straightforward linear algebra, we can find a closed-
form expression for the derivative of Dlda w.r.t. F.

Discriminability metric D

Between-class 
variance

27

J∗(X0, X1) = max
p

J(p,X0, X1)

p∗ = argmax
p

J(p,X0, X1)

= [(X0 −X0)(X0 −X0)
� + (X1 −X1)(X1 −X1)

�]−1(x0 − x1)

Dlda(F (θ, X0), F (θ, X1)) = J∗(F (θ, X0), F (θ, X1))
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• Using Dlda as the discriminability metric, we 
can optimize the objective function R w.r.t. 
θ so that Task A is highly discriminable 
while Task B is not:

Discriminately decreasing 
discriminability: formalization

R(θ) = log
D(F (θ, X0a), F (θ, X1a))
D(F (θ, X0b), F (θ, X1b))

+ βθ�θ

We abbreviate this gradient ascent procedure as 
“DDD” (discriminately decreasing discriminability).

28
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Experiments
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Experiment 1: Crossing lines

• As a proof-of-concept experiment, we generated 
1000 images (16x16 pixels) consisting of
1 vertical line + 1 horizontal line + uniform noise:

Task B

Task 
A

0 1

0

1 0 10 20 30 40 50

−2

0

2

4
Gradient descent over !

# gradient descent steps

R
(!

)

Learned convolution kernel (θ ∈ R5×5)

0 10 20 30 40 50
# gradient descent steps

Figure 2: Left: Synthetic images consisting of vertical and horizontal lines at different positions.
Center: gradient descent curve over R(θ) to a learn a filter to preserve Task A and suppress Task B.
Right: The filters learned at corresponding gradient descent steps.

Unfiltered patches {xi}

Filtered patches {fi}

Figure 3: Top: unfiltered image patches consisting of superimposed vertical and horizontal lines plus
uniform noise. Bottom: the same images filtered with a convolution kernel designed to suppress
discriminability of Task B (horz. lines) while preserving discriminability of Task A (vert. lines).

After generating 1000 images according to the procedure above, we initialized the convolution ker-
nel θ ∈ R5×5 to random values from U [0, 1) (shown in Figure 2 as the filter kernel at gradient
descent step 0) and then applied the algorithm above to learn a filter to preserve Task A while sup-
pressing Task B. We set β to 0.5. The descent curve is show in Figure 2 (center), and the learned
filter kernel at every 10 steps is shown below the graph.

After filtering the images using the convolution kernel learned after 50 descent steps, we arrived
at the images shown in Figure 3. Notice how the horizontal lines have been almost completely
eradicated, thus decreasing class discriminability for Task B.

5 Experiment II: natural face images

5.1 Preserve expression, suppress gender

We applied the proposed filter learning method to natural face images from the GENKI dataset
[12], which consists of 60,000 images that have been manually labeled for 2 binary attributes –
smile/non-smile and male/female – as well as the 2D positions of the eyes, nose, and mouth, and the
3D head pose (yaw, pitch, and roll). In this experiment we assessed whether a filter could be learned
to preserve discriminability of expression (smile/non-smile), while suppressing discriminability of
gender. We used a pixel-wise “mask” filter (see Section 3) of the same size as the images (16× 16
pixels).

From the whole GENKI dataset we selected a training set consisting of 1740 images (50% male and
50% female; 50% smile and 50% non-smile) whose yaw, pitch, and roll parameters were all within
5 deg of frontal. All of the images were registered to a common face cropping using the center of
the eyes and mouth as anchor points. They were then downscaled to a resolution of 16× 16 pixels.
In addition, we similarly extracted a separate testing set consisting of 100 images (50 males, 50
females, and 50 smiling, 50 non-smiling) with the same 3D pose characteristics. The filter θ was
initialized component-wise by sampling from U [0, 1).

Using the training set for learning the filter, and setting the regularization parameter β = 0.5 (α =
0.1 as always), we applied conjugate gradient descent for 100 function evaluations. The learned
filter was then applied to all of the training images. Finally, we applied the image reconstruction

5
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• We then defined Task A and Task B 
as follows:

• Task A:

• x is class 0 if vert. line is in
left half of image.

• x is class 1 if vert. line is in 
right half of image.

• Task B:

• x is class 0 if horz. line is in
top half of image.

• x is class 1 if horz. line is in 
bottom half of image.

Task A

Task 
B

0 1

0

1

Experiment 1: Crossing lines
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• We then attempt to use “DDD” 
to preserve discriminability of 
Task A, while suppressing 
discriminability of Task B.

• As the filter function F, we will 
use 2-D convolution, i.e.,
F(θ, x) = θ * x.

• The filter parameter θ is the 
convolution kernel, which will 
be initialized to a 5x5 matrix 
sampled from U[0,1).

Task A

Task 
B

0 1

0

1

Experiment 1: Crossing lines
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Experiment 1: Crossing lines
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θ after 3 gradient 
descent steps.

0 10 20 30 40 50

−2

0

2

4
Gradient descent over θ

# gradient descent steps

R
(θ

)

Unfiltered images

Filtered images

Experiment 1: Crossing lines
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θ after 5 gradient 
descent steps.
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• In our second experiment, we applied the “DDD” 
algorithm to the GENKI dataset, consisting of thousands 
of face images downloaded from the Web.

• GENKI was used to train a commercial smile detector.

• Images have been labeled for smile, gender, age, glasses, 
and more.
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• We assessed whether “DDD” procedure could:

• Preserve discriminability of smile, while
decreasing discriminability of gender.

• Discriminability was assessed by uploading filtered images 
and querying human labelers on the Mechanical Turk.

• We used a pixel-wise “mask” filter:

• F(θ, x) = θx
where θ is a diagonal matrix whose jth diagonal entry 
modulates the intensity of jth pixel of image x.

46

Experiment 2:
Preserve smile, suppress gender

Tuesday, October 4, 2011



• We selected 1740 frontal GENKI images 
(downscaled to 16x16 pixels):

• 50% smile, 50% non-smile

• 50% male, 50% female

• Pixel-wise mask θ was initialized to random 
values.

• Executed “DDD” procedure to obtain 
optimal filter θ to maximize discriminability 
of smile, minimize discriminability of gender.
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• The filtered images F(θ, X) are highly distorted compared to 
original X so that a human would not recognize them as faces.

• Hence, we execute an additional “reconstruction” step:

• Apply linear ridge regression to regress from filtered images 
back to original images.

• Ridge term ensures that only the “more discriminable” 
aspects of image are fully restored.

• “DDD” property is maintained.

Original Filtered Reconstructed
F(θ, x) Ridge 

regression
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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• Using the learned preserve-smile, 
suppress-gender filter, we posted 50 
pairs of filtered images --
1 smiling, 1 non-smiling -- to the 
Mechanical Turk.

• 10 Turk workers were asked to 
select which image of each pair 
was “smiling more”.

MTurk Task
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• Using the same filter, we posted 50 
pairs of filtered images --
1 male, 1 female -- to the Mechanical 
Turk.

• 10 Turk workers were asked to 
select which image of each pair 
was “more feminine”.

MTurk Task
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• Finally, for comparison, we posted 2 
more MTurk tasks:

• 50 smile/non-smile pairs of 
unfiltered images.

• 50 male/female pairs of unfiltered 
images.

MTurk Task
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• Accuracy on each MTurk task was computed by 
taking majority vote across all 10 labelers for each 
pair.

• Results:

Filtered Unfiltered

Smile/non-smile 96% 94%

Male/female 58% 98%
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• For the task of preserving smile/non-smile 
discriminability, we could easily construct a 
filter by hand:

• Only show the “mouth region” of each face.

• How well does this work compared to the 
filter learned using “DDD”?

• We posted another MTurk task to test this.
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Experiment 3:
Hand-constructed filter

• It turns out that this manually-constructed filter allows 
considerable “male/female” information to pass through.

• Despite strong prior domain knowledge, the learned 
filter performs better than manually created one.

• Results:

Learned filter Manual filter

Smile/non-smile 96% 96%

Male/female 58% 74%
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• We also tried the opposite DDD task:

• Preserve discriminability of gender, while
decreasing discriminability of smile.

• We used exactly analogous procedures as 
for previous experiment.
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• Results:
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
we posted a labeling task to the Amazon Mechanical Turk consisting of 50 randomly selected pairs
of filtered images selected from the testing set using the filter learned according to the above proce-
dure. Each pair contained 1 smiling image and 1 non-smiling image presented in random order (Left
or Right), and the labeler was asked to select which image – Left or Right – was “smiling more”.
The entire set of 50 image pairs was presented to 10 Mechanical Turk workers, and their opinions on
each pair were combined using Majority Vote2, with ties resolved by selecting the “Right” image.
Accuracy of the Mechanical Turk labelers compared to the official GENKI labels was measured as
the probability of correctness on a 2 alternative forced choice task (2AFC), which is equivalent un-
der mild conditions to the Area under the Receiver Operating Characteristics curve (A� statistic) that
is commonly used in the automatic facial expression recognition literature (e.g., [8]). We similarly
generated a set of 50 randomly selected pairs of filtered images containing 1 male and 1 female. As
a baseline, we compared gender and smile labeling accuracy of the filtered images to similar tasks
for the unfiltered images. Results are shown in Table 1.

As shown in the table, the learned image filter substantially reduced discriminability of gender (from
98% to 58%), while maintaining high discriminability of expression (94% to 96%) compared to the
baseline (unfiltered) images.

Comparison to a manually constructed filter: In the case of expression and gender attributes,
one might reasonably argue that the “optimal filter” for preserving smile/non-smile and suppressing
male/female information would be simply to crop and display only the mouth region of each face.
Hence, we performed an additional experiment in which we compared Mechanical Turk labeling
accuracy on 50 pairs of filtered images, generated similarly as described above, using a manually

2We also applied an algorithm for optimal integration of crowdsourced labels [13]; see Supp. Materials.
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Figure 4: Face images from the GENKI dataset that have been filtered to preserve expression and
suppress gender (left), or to preserve gender and suppress expression (right). Filters were learned
using the algorithm presented in Section 3. Learned filter masks are shown next to “Learned filter:”.

technique described in Section 3.4 to restore the filtered images to a form more easily analyzable
by humans. The reconstruction ridge parameter γ was selected, by looking only at the training
images, so that smile appeared well discriminable whereas gender did not (in this case, γ = 6e−2).
Examples of the input images as well as the filtered (+ reconstructed) images are shown in Figure
4 (left). The learned filter mask is shown to the right of the text “Learned filter”. As shown in the
figure, most of the smile information in the filtered images is preserved, and while gender may still
be partially discernible, much of the gender information has been suppressed by the filter.

To assess quantitatively the ability of the learned filter to preserve expression and suppress gender,
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• Accuracy on each MTurk task was computed by 
taking majority vote across all 10 labelers for each 
pair.

• Results:

Filtered Unfiltered

Smile/non-smile 64% 94%

Male/female 86% 98%
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Suppression of facial identity
• As mentioned earlier, it would be useful to create a filter 

to preserve expression but suppress facial identity.

• In practice, we found that suppressing gender also 
removed considerable identity information.

• Consider the image below that was filtered with the 
preserve-smile, suppress-gender filter:

• Which of the 10 faces below it is the unfiltered face?
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• To test efficacy of “face-deidentification” using “DDD” 
procedure, we created 20 face recognition questions:

• Match filtered face to one of 10 unfiltered faces.

• To control for possibly “sloppy labelers”, we randomly 
added 20 “control” questions:

• Match unfiltered face to one of 10 unfiltered faces 
(this is trivial).

• The 10 labelers’ responses were combined on each 
question using majority vote.
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• Results:

• Face recognition accuracy on filtered faces:  15%
(guess rate = 10%)

• Accuracy of best labeler on filtered faces:  30%

• Face recognition accuracy on unfiltered faces:  
100%

• Results suggest that suppression of gender also 
suppresses identity.
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DDD for regularization
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DDD for regularization
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• The previous experiment described how DDD 
can be useful for face de-identification -- 
suppressing facial identity (via gender) while 
maintaining discriminability of expression.

• Another application of DDD is to partially 
counteract covariate shift.

• In this setting, we are more interested in machine 
classification of a “distractor” Task B (instead of 
human perception).
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DDD for regularization
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• Suppose we wish to train a classifier of attribute A 
using a training dataset D.

• Suppose that, in D, the attribute A is highly 
correlated with some other attribute B.

• E.g., perhaps smile is strongly correlated with 
gender.

• If we apply the classifier trained on D to some other 
dataset in which corr(A, B) is different, then the 
classifier may perform very poorly.
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DDD for regularization
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• Using the “DDD” technique, we may be able to partially 
counteract this problem by suppressing discriminability of B 
prior to training the classifier for A.

• In this case, DDD acts as a “application-specific 
regularizer” to ensure invariance to attribute B.

• Procedure for “regularizing” a training set using DDD:

1. Label training set for both A and B.

2. Learn filter θ using DDD to preserve A and suppress B.

3. Apply filter θ to training set.

4. Train classifier.

5. To classify a novel image, first filter it using θ, then 
classify.
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Proof-of-concept experiment
• As a simple “proof-of-concept” experiment, we 

subsampled 4062 GENKI training images so that
corrtrain(smile, gender) = +0.64

• We also selected a disjoint test set containing 970 
images for which corrtest(smile, gender) = -1

• We then trained two SVMs (RBF kernels) to classify an 
image as smile/non-smile:

1. SVM with DDD-regularization (filter was optimized to 
preserve smile, suppress gender)

2. SVM without regularization (classify unfiltered images).
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Proof-of-concept experiment

• We then evaluated the trained SVMs on the test set.

• Results:

• The “unregularized” SVM suffered due to the 
correlation between smile and gender on the training 
set:

• Accuracy = 0.79 (area under ROC curve)

• In contrast, the “regularized” SVM (using filter learned 
by DDD) was somewhat invariant to this correlation:

• Accuracy = 0.92 (area under ROC curve)
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Summary
• The proposed “DDD” algorithm can learn filters to 

preserve an attribute A while suppressing an attribute B.

• Requirements: discriminability metric D, and filter 
function F, are available in closed form.

• We used “maximal Fisher discriminability” for D -- 
other choices may work too.

• DDD can help to “de-identify” frontal face images while 
preserving their facial expression.

• In a proof-of-concept experiment, we illustrated how 
DDD can help to counteract covariate shift by providing 
invariance to specific image attributes (e.g., gender).
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End
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